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Abstract
In this paper, a new modified ranked set sampling method is suggested, which is called stratified unified
ranked set sampling (SURSS), for estimating the population mean. Then, we compare the efficiency of the empirical
mean estimator based on the proposed sampling method with simple random sampling (SRS), stratified simple
random sampling (SSRS) and stratified ranked set sampling (SRSS) via a simulation under three symmetric
distributions: standard normal, uniform, and Student’s t. The simulation results indicate that the estimator based on
SURSS with perfect ranking is unbiased and more efficient than competitors based on SRS, SSRS, and SRSS for

symmetric distributions.

Keywords : simple random sampling ; ranked set sampling ; unified ranked set sampling ; stratified unified ranked

set sampling

Introduction
Sampling Technique is an important statistical process to select the good representatives for target

population in order to save time and cost. Probability sampling should be used in statistical inference. There are

various probability sampling such as simple random sampling (SRS) which randomly chooses n units from the
population of N units that each unit has the same probability of being chosen, and stratified simple random sampling

(SSRS) that the population of N units is partitioned into L strata and the samples are drawn independently from

each stratum with SRS, etc. To select the sampling technique for study depends on data, target population, budget

and time for study. There were many statisticians proposed the modified sampling techniques.
Ranked Set Sampling (RSS) method was first introduced by Mclntyre (1952) in which ranking observations
without actual measurement of interest variable. The RSS procedure can be executed as follows:

Step 1: Draw a sample of size m? units by using SRS from the target population.

Step 2: Randomly allocate the m? selected units into m sets, each of size m .

Step 3: Without knowing actual values of interest variable, rank the m sampling units increasingly with respect to
interest variable by expert judgment or concomitant variable.

Step 4: Choose the smallest ranked unit in the first set, the second smallest ranked unit in the second set, and so
on until the largest ranked unit is selected from the last set. Then measure the actual values for each sample
on interest variable.

Step 5: Repeat step 1 through 4, referred as a cycle, for r cycles (times) to yield the RSS of size n = mr

(Al-Omari & Bouza, 2014). The RSS procedure for m sets with r cycles is denoted by RSS(m, r).
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Example 1: Let RSS(m = 4,r =1) be

where m = number of sets, r = number of cycles (times), n = mr = sample size.
Then measure the actual values of RSS units, which are X,,, X,,. X ;5. X,, - The mean of selected units
is used as an estimator of the population mean.

Later, Takahasi & Wakimoto (1968) proved that the sample mean based on RSS is unbiased estimator for
the population mean and it provided less variance than its counterpart in simple random sample (SRS) with the
same sample size. Dell & Clutter (1972) showed that the variance of the sample mean based on RSS is smaller or
equal to that of the SRS, whether there are errors in ranking or not. Then, Samawi (1996) introduced a stratified
ranked set sampling (SRSS). Matthews & Wolfe (2017) proposed a unified ranked sampling (URSS). The URSS
procedure can be executed as follows:

Step 1: Draw a sample of size m? units by using SRS from the target population. Then without knowing actual
values of interest variable, rank them increasingly with respect to interest variable by expert judgment or

concomitant variable.

th

(m +1+(i —1)mj units will be measured for i =1,2,...,m .

Step 2: If m is an odd number, the ranked L

th

If m is an even number, the ranked (ﬂ+ (i-1) m} units will be measured for i =1,2,...,m .
2
Step 3: Repeat step 1 and 2, referred as a cycle, for r cycles (times) to yield the URSS of size n = mr, for
i=1,2,...r (Zamanzade, 2014).
h

Define X = x[wil)m]j be the URSS sampled unit of the k™ measured fromthe j'

cycle, j=1,2,...,r
and k =1,2,..,m.

Let m? be the simple random units selected from the target population, and let Xy Xopyoee X (] be the
order statistics of X,;, X,;,.... X n forj=12,..r.

The purpose of this research is to suggest the modified RSS, namely the stratified unified ranked set
sampling (SURSS) with perfect ranking to estimate the population mean. This study also illustrates the efficiency of

the mean estimator based on SURSS via a simulation under symmetric distributions.
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Methods
Stratified Unified Ranked Set Sampling (SURSS)

In stratified sampling if the URSS method is used to select the sample units from each stratum then the
whole procedure is called a SURSS. Define x [hm = X [“H(H)m]j be the SURSS sampled unit of the k" rank, the j"
cycle from the h™ stratum, h =1,2,..., L, where each stratum URSS is drawn.
To illustrate the SURSS procedure, let us consider the following example.
Example 2: Suppose that there are two strata,i.e. L =2 ,and h=1,2. Let m =3 and r = 2. Then select a sample
of size mr = 3x 2 = 6 from the first stratum and select a sample of size mr = 6 from the second stratum.

The process illustrates as follow:

Stratum 1: Draw a simple random sample of size m? = 3% = 9 units for 2 cycles and rank them as

(r=1) w.xw x o wmxw
(r=2) XW HZXW HZX

For n-1 the sample units from the first stratum are x* , x* ,x* ,x* ,x*  x'

B O R A O N O

follows.

Stratum 1

Stratum 2: Draw a simple random sample of size m? = 3% = 9 units for 2 cycles and rank them as

follows.

[7]1 [3]1 X (o

7]2 X o

2 X2 XZ X2 X2

r=1 11 21 x31
( ) [] [ (3]
(r=2) 112X[32

For nh=2 the sample units from the second stratum are X 2 X

B O N A O

XE]

[4 N 5]1 1

Stratum 2

X

4]2 [5

1 Xl Xl Xl Xl 2 2 2 XZ XZ XZ

. 1
Thus, the measured SURSS units are X~ , X~ , , , , , , , , , .
k' R [8r [k (s sz [2p sk R[22 [l [l

Simulation Results

The simulation study is conducted via RStudio to investigate the performance of the proposed estimator of
the population mean compared to SRS, SSRS, and SRSS estimators under three symmetric distributions, which are
standard normal, uniform, and Student’s t. Assume that the population of 100,000 units is partitioned into two strata

each with 50,000 units. Consider the numbers of set in each stratum m = 2,5,10 and r = 2,5,10 cycles for 5,000
1
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replications to compute the means and variances for all estimators. If the distribution is symmetric, the relative

efficiency are defined as

eff (X SURSS ! X SRS

eff ( X SURSS * X SSRS
and

eff (X SURSS * X SRSS
Results

Estimation of Population Mean

(#)and variance (o *).

— 1
The empirical mean estimators of SRS, SSRS, and SRSS are given X g, = — X, Xsss =
n“

h .
Wy, (X URSS ) , respectively.

™M -

,and X ggpss =

=

=1

Var(X_SRS)

=Var(X

SURSS )

Var(X_SSRS)

:Var(x

SURSS )

Var ( X crss )

Var(X_

SURSS )

x, be n independent random variables from a probability density function f (x) , with mean

B

-

=
1

-

The empirical mean estimator of URSS is given by

Xyrss =

— 1

mr
where X (]
with estimated variance

1

Var(X rss) =
mr—-1 [

j=1

; be the URSS sampled unit of the k" measured from the "

j=1 k

r

M s

X[k]j,

=~

=1

cycle for k =1,2,...,m and j=1,2,..,r,

(X[k]j - X_URSS )ZJL

1

Then the SURSS estimator of the population mean is given by

L
Xsurss = Z W, (thJRSS)'
h=1

N - . . .
where w, = —- and X Uass is the URSS mean estimator in the h™ stratum.
N
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Lemma : Ifthe distribution is symmetric about 4 , then E(X_SURSS): u . Therefore, x_SURSS is an unbiased estimator
of population mean.

Proof : For the sample size (m,r =n, ) inthe h"" stratum, we have

_ [ .
E(XSURSS):E‘ZWh(XURSS)L
L=t ]
’—L W (r m \—|
- gl h| x oIl
Lh 1 myr L%l k=1 [k]jJJ
L rr my —|
w
:hz:1mhhr l[%l k1E(X[hk]J)J|Y
w Ir o |

E(XSURSS):Elz

h=1 h
L
= Wh'/uh =M,
h=1
where w, = —-, N, is the stratum size and N is the population size. The variance of SURSS is given by
N
_ = .
Var(XSURSS):Var‘zwh(XURSS)l’
= ]
|— L (v my \—|
w
=Var|z h ‘ X[hk]j‘l,
\\h:lmhr j=1 k=1 J
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L z(rmh A

Var X_SURSS = . 2| var (X l
( =% LZZ (Xn )J

h=1 Mn T j=1 k=1

2 (v m, \

LZ Z G[k]]h J

j=1 k=1

Z

h=

-

L 2

h 2
[ea

r [k]in

=

m
h=1 h

The simulation results are summarized in Tables 1 - 3.

Table 1 The efficiency of SURSS relative to SRS, SSRS, and SRSS for m =2 and r = 2,5,10.

Distribution r eFf (X oees X ons) eff (X ynees X sons ) eFf (X suee s X anes )
2 8.3143 2.0376 0.8374
Uniform 5 16.2174 4.0425 0.7480
10 29.8389 7.2286 0.7097
2 7.3557 2.6888 1.2392
Normal 5 6.8353 6.2725 1.3988
10 33.4775 12.0541 1.5171
2 9.7045 5.5415 3.6062
Student's t 5 29.0793 16.6271 7.0207
10 59.8125 37.4124 12.5095
Table 2 The efficiency of SURSS relative to SRS, SSRS, and SRSS for m =5, r =2,5,10.
Distribution r eff (X s X o0) ff (X ynses X sons ) eff (X yuess X oues )
2 16.5812 3.9995 0.7414
Uniform 5 36.3914 8.9309 0.6569
10 70.6524 18.2277 0.6762
2 17.0967 5.9315 1.3409
Normal 5 44,7578 15.8524 1.6239
10 84.3977 31.1180 1.7262
2 30.2390 16.5906 7.7660
Student’s t 5 75.8580 46.4221 12.3991
10 164.7786 90.2784 26.3307

Based on Table 2, we can conclude the following:

e —
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Table 3 The efficiency of SURSS relative to SRS, SSRS, and SRSS for m =10, r =2,5,10 .

Distribution r eff (X s X o) ff (X ynees X sons ) eff (X yuess X oues )
2 28.9198 7.3918 0.7042
Uniform 5 69.3193 17.6941 0.6478
10 158.0451 39.5009 0.7089
2 34.1389 12.3953 1.5045
Normal 5 81.0558 29.8732 1.6407
10 191.5909 68.2321 1.8963
2 61.7976 35.4796 12.7364
Student’s t 5 153.4307 91.5412 22.1702
10 277.4122 177.4810 74.7536

Discussion

Based on Table 1 — 3, we can conclude the following:

1. The SURSS estimator is more efficient than SRS, SSRS, and SRSS estimators based on the same number
of sample size under standard normal and Student’s t distribution. For example, when m = 5and r = 2 the relative
efficiency of SURSS with respect to SRS, SSRS, and SRSS are 17.0967, 5.9315, and 1.3409 respectively for
estimating the population mean of the standard normal distribution.

2. The SURSS estimator is more efficient than SRS and SSRS estimators but slightly less efficient than SRSS
estimator based on the same number of sample size under uniform distribution. For instance, when m =2 andr = 2
the relative efficiency of SURSS with respect to SRS and SSRS are 8.3143, 2.0376, and 0.8374 respectively for
estimating the population mean of the uniform distribution.

3. The efficiency of SURSS is increasing as the number of sample size is increasing. For example, when
m = 2, the relative efficient of SURSS with respect to SRS are 9.7045, 29.0793, and 59.8125 with 2, 5, and 10
cycles, respectively for estimating the population mean of the Student’s t distribution. When r = 2, the relative
efficient of SURSS with respect to SRS are 9.7045, 30.2390, and 61.7976 with the numbers of set in each stratum

are 2, 5, and 10, respectively for estimating the population mean of the Student’s t distribution.

Conclusions
In this paper, the SURSS is suggested for estimating the population mean in the case of perfect ranking. It
is found that the estimator based on SURSS is unbiased and more efficient than their counterparts in SRS, SSRS, and

SRSS under standard normal, and Student’s t for all cases of simulation. In addition, the relative efficiency increases
S —
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as the number of sample size increases. In the simulation under uniform distribution, the estimator based on SRSS is

more efficient than SURSS.
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